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ABSTRACT
This paper focuses on an approach to mine business rules from
documents and facilitates a methodology to represent them in a
formal notation. Businesses are operated abiding by some rules
and complying with respect to regulation and guidelines. The busi-
ness rules are often written using English in operating procedures,
terms and conditions, and various other supporting documents. The
manual analysis of these rules for activities like impact analysis,
maintenance, business transformation leads to potential discrepan-
cies, ambiguities, and quality issues. In this paper, we discuss our
approach of mining relations among the rule intents (atomic facts)
defined for business rules. We also present our preliminary studies
on a couple of openly available documents.
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1 INTRODUCTION
Businesses are driven by the rules. IT system that automates the
processes of the business implements these business rules. These
rules, are usually created by business analyst, typically reside in
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documents written in natural language (predominantly in English).
The business rules are extracted from the documents for conduct-
ing reviews, implementing in IT system and analyzing for various
business activities. This process of manual extraction often poses
problems because of tremendous effort and the size of the docu-
ments.

Semantics of Business Vocabulary and RulesTM (SBVRTM) [4] is a
standard for business rule representation by Object Management
Group (OMG) [2]. SBVR is a Controlled Natural Language (CNL) and
describes rules considering only a set of predefined business vocab-
ularies. SBVR provides a natural language interface with first order
logic (FOL). These semantics of SBVRmakes it ideal for representing
business rules.

In our previous work [8], we have proposed a method to extract
rule intents using dependency tree structure of a rule sentence. The
rule sentence is a sentence from the document that represents a fact
or combination of facts. A rule intent is an atomic fact or predicate
present in a rule sentence.

Extending our earlier work, in this paper, we present an approach
where try to capture logical relations among rule intents using a
directional graph. We propose this graph as an intermediate step in
eventually extracting business rules aligning with SBVRTM standard.
After extracting rule intents and relations, a combination of business
vocabulary and the techniques proposed by Bajwa et al. [6] can
be a potential way forward to create the SBVR rules automatically.
Moreover an approach like P.Chittimalli and K.Anand [10] may be
helpful to verify the consistency of rule intents represented using
SBVR. The main contributions of our paper are given below:

(1) Use maximum entropy classifier to extract pairwise relation
between rule intents.

(2) Create graph using relations as edges and rule intents as
nodes, and reduce the graph to a single node using heuristics.

(3) Generate SBVR like output using SimpleNLG API.

2 RELATEDWORK
The research problems like extracting rules from legacy code [17,
25, 26] and knowledge extraction from documents [11, 19, 20] have
been explored widely. There is not much of work exists in the area
of business rule extraction from documents other than [15]. The
existing methods to mine rules however can broadly be classified
into two categories 1) NLP techniques using shallow parsing 2) NLP
techniques using finer level of models.

The first category of techniques [21, 24, 27] uses shallow parser [9].
The three works mentioned above use a domain dictionary to clas-
sify the verbs into some predefined class depending on semantic
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equivalence. Their techniques serve specific purposes and are cen-
tred on particular types of documents. They largely benefit from the
structure of the documents. The second category of related work
goes much finer level than shallow parsing. The method proposed
by S.Ghaisas et al. [14] focused on retrieving rule intents from re-
quirement documents by matching them against patterns made up
of sequence of Part Of Speech (POS) tags, key words and their repe-
titions denoted by wild characters like ‘*’, ‘+’ etc. Other than the
above two categories, some other miscellaneous works that address
the problem of extracting knowledge from documents using case
grammar [23], genetic algorithm [5] and machine learning [28].

All the above techniques basically focus on specific kind/class
of documents, taking advantage of the structure and format of the
document, while most of the techniques make use of predefined
templates. The first category of the related work uses shallow parser
with predefined templates, making these techniques tightly coupled
and dependent on the document structure. The second category
of work includes predefined templates using POS tag sequence,
making it vulnerable to the noise. The POS tag sequence can produce
incorrect rule intents due to noisy word sequences.

3 MOTIVATING EXAMPLE
In this section, we use the KYC (Know Your Customer) example
to illustrate business rule intent extraction and identifying the
relations among them.

All cross-border wire transfers must
be accompanied by accurate and meaningful
originator information.

The first task in our approach is to automatically extract relevant
atomic facts from the rule sentence. The facts extracted from the
rule sentences are shown below.

f1 : isCrossBorder(wire transfer)

f2 : isAccurate(originator information)

f3 : doAccompany(wire transfer, originator information)

f4 : isMeaninд f ul(originator information)

Table 1: Rule intents of the sentence from earlier example

The above example document fragment has total 4 rule intents.
The next step in the workflow is identifying the relations among
the extracted rule intents. The relation among rule intents extracted
for the example are shown below:

Rule1 : f1 → f2 ∧ f3 ∧ f4
Subsequently, the extracted rules (rule intents and relations be-

tween them) will be converted to SBVR models, which is a machine
manipulatable format, to perform analysis for verification & valida-
tion [10]. The SBVR in Structured English (SE) for the example rule
sentence is shown as:

transfer

originator information
General Concept: information

wire transfer
General Concept: transfer

wire transfer is cross-border
originator information is accurate
originator information is meaningful
wire transfer is accompanied by originator information

It is obligatory that if wire transfer is cross-border
then wire transfer is accompanied by
originator information
and originator information is accurate
and originator information is meaningful

4 APPROACH
In this section, we present and formally describe our approach.

The block diagram in Figure 1 illustrates our approach. In the
first phase, Rule Sentence Extraction (RSE), we train using Trigram
language model and segregate rule sentences from the noises. We
use two language models; one is trained on rule sentences and the
other is trained on noise sentences.

In the second phase, the Rule Intent Extraction (RIE), we extract
rule intents from the rule sentences identified in the previous phase.
We have defined a set of heuristic rules [8] to extract the atomic
facts from a rule sentence using dependency tree parsing. Rule
intents of the sentence presented in Section 3 is given in Table 1.

We have adopted Maximum Entropy (Max-Ent) classifier [13] to
mine logical relations between rule intents from a rule sentence.
Max-Ent classifier proved to be prolific in ‘extracting relations among
named entities’, a popular NLP research problem [16, 18, 22].We have
considered only five relations AND, OR, IMPLICATION, ARGUMENT
and NULL for classification. The AND, OR, IMPLICATION represents
the logical relations and ARGUMENT relation represents a rule intent
being parameter to another. The NULL relation indicates that the
two rule intents are independent with no relation among them. In
our experiments, we have trained the Max-Ent classifier with 30
features. The pairwise relations for the rule intents given in Table 1
are shown below:

IR1 : f2 ∧ f3,

IR2 : f3 ∧ f4,

IR3 : f4 ∧ f2,

IR4 : f1 → f3

To further analyse the rule intents, we form a rule relation graph for
each rule sentence where a rule intent is considered as node and the
relation between pair of rule intents is a labelled edge. In first step
of graph pruning, the ARGUMENT edge is considered for merging,
where in turnwe copy every incoming and outgoing edge of the first
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Figure 1: Block diagram of our approach.

node to latter and delete the former. In second step, we merge the
satellite nodes (node that has only one neighbour). While merging
satellite node to its neighbour, we change the label of the node to
the string rule intent of satellite node + edge label + rule intent of
this neighbour node, where ‘+’ indicates string concatenation. We
do not merge any node with ‘IMPLICATION’ edge at this stage. In
the third step, we resolve any triangle relation dependence in the
graph. If all the edges of the triangle are of same type, we merge
them any order. Otherwise, we start with the edge which differs.
In any practice, a triangle graph with three different edges is not a
possible scenario. Ultimately we merge all satellite nodes to create a
new node after reduction. Using this reduced graph and SimpleNLG
we generate the output as shown in Motivating Example Section.

f1 f3

f2 f4

IMPLIES

AND

AND

AND

Figure 2: The rule relation graph shown for the motivating
example

f1 f2 ∧ f3 ∧ f4
IMPLIES

Figure 3: The reduced dependency tree of rs1

5 EXPERIMENT AND RESULTS
In this section, we discuss the technologies used in the implemen-
tation of our prototype system and the experimental studies con-
ducted.

5.1 Implementation
We have used Stanford coreNLP parser [12] for parsing the rule sen-
tences, POS tagging, and for creating the dependency tree. The RIE
phase is a completely home grown product. OpenNLP MaxEnt [7]
has been used for relation extraction. We have built a prototype
tool to integrate the above phases, while using SimpleNLG API to
generate SBVR Structured English (SE). The experiments have been
performed with the prototype on Windows 7 machine with COREi5
processor and 2 GB RAM.

5.2 Experimental Study
We have evaluated our prototype tool with two sets of subjects:
1) Know Your Customer (KYC) document consists of guidelines for
banks about collecting various details of their customer in con-
ducting their business [3]. 2) The requirements for a fictitious car
rental company EU-RentACar [1]. The contents of this document
has noise free rule sentences and hence we have not used it for
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noise elimination by language model. The document had 71 rule
sentences.

In evaluating language model for RSE, we measured the efficacy
on the basis of three parameters 1) recall, 2) precision, and 3) accu-
racy. The recall is defined as the ratio of number of True Positive
Instances (TPI) detected to the number of Actual Positive Instances
(API) is shown in 1.

recall =
|TPI |

|API |
(1)

The precision is defined as ratio of number of TPI to the total
number of TPI and False Positive Instances (FPI) is shown in 2.

precision =
|TPI |

|TPI | + |FPI |
(2)

The accuracy is measured as ratio of Total Instances matches to
that of Actual Instances is shown in 3.

accuracy =
|TPI | + |TNI |

|API | + |ANI |
(3)

Subject Recall Precision Accuracy
KYC document 0.8415 0.9042 0.8047
Table 2: Result of Rule Sentence Extraction

Table 2 shows our results on language model using above mea-
sures. The performance of Rule Intent Extraction (RIE) is measured
for recall and precision with equations ( 1) and (2), and mentioned
in [8] and presented in Table 3.

Subject Recall Precision
KYC document simple sentences 0.8108 0.7834

EU-rent car Sentences 0.78 0.76
KYC document complex sentences 0.557 0.5114

Table 3: Result of Rule Intent Extraction

The performance of Relation Extractor is measured by discarding
NULL relations. If a rule sentence has ‘n’ rule intents then therewould
be nC2 relations extracted having a majority NULL relations among
them. In this study, we counted the number of relations other than
NULL, as total extracted relations by classifier, the correct number
relations, number of miss-interpreted relations. We measure the
accuracy as the ratio of correct relation extracted by our system to
all the extracted relations (excluding NULL) by the system. In case
of Eu-RentACar case study, the sentences accuracy is 0.803. For
simpler sentences from KYC document the accuracy is 0.708. The
accuracy for complicated sentences is as bad as 0.65 (from KYC).

Currently, the experimentation with creating Structured English
(SE) from relation graph is undergoing. We do not have any bench
mark data or metric to measure the accuracy of the Graph Building

and Rule Synthesis stage. Our current implementation produces
SE very close to ideal output expected as shown in example in
Section 3.

‘‘In case of transactions carried out by a

walk-in customer, where the amount of transac- tion

is equal to or exceeds rupees fifty thousand,

whether conducted as a single transaction or several

transactions that appear to be connected, the

customer’s identity and address should be verified.’’

Figure 4: Example of a complex sentence having multiple
clauses

5.3 Limitations
The NL sentences pose a big challenge as a sentence can be ex-
pressed in several ways. The NL sentences can be simple (with
only one clause), or complex (having multiple clauses) as shown
in Fig 4. The variations in way of interleaving clauses elicit our
heuristic rules set to be enriched enough to take care of such sen-
tences. Stronger benchmarks or metrics shall enable us to increase
our accuracy in the future.

6 CONCLUSION
The larger objective of our work is to extract formal business rules
(and processes) by analyzing requirements document, guidelines
and do’s and don’t documents. To achieve the objective, we split the
problem into multiple parts. We first decide on presence or absence
of business rules in a sentence, and if present, we then extract the
rule intents in the sentence followed by extracting pair-wise rela-
tions among them.We have successfully used the tri-gram language
model to identify whether the English sentence contains a business
rule or not. Depending upon the heuristics that are independent
of the business domain, we extract the business intents from the
sentences. We aim to experiment with many more documents to
establish the adequacy of the heuristics, which we may parametrize
in the long run. We have used maximum entropy classifier for de-
tecting relation between rule intents. Our experiments with openly
available documents and subsequent improvements in the methods
yielded promising results in terms of the measures of precision, re-
call and accuracy. The above success gives us enough motivation to
move further towards expressing the rules using a formal notation
such SBVR.
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